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Abstract

High Schmidt number mass transfer to a line electrode in turbulent impinging slot—jet flows is investigated. Slot-
based Reynolds numbers from 13000 to 40000 are considered. The mass transfer measurements, made by the elec-
trochemical method on 100-micron electrodes, are compared to the computed wall shear via an established analytical
relationship. The local shear is estimated from two-dimensional flow-field simulations of the Reynolds averaged Na-
vier—Stokes equations. The k—@ turbulence model [1] was used to calculate the turbulent eddy viscosity, v;. The present
measurements resolve the sharp variations in mass transfer in the stagnation region. Both the experimental and
theoretical results show that the peak values in Nusselt number occur at a point about one jet width away from the
stagnation point. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Impinging jet systems can achieve high rates of mass
transfer. Some industrial-scale electrochemical applica-
tions include etching, water rinsing, electroless depo-
sition, and through-mask electrodeposition in the
manufacture of electronic and magnetic devices.

Fluid flows encountered in industrial applications are
frequently turbulent. In order to accurately capture the
unsteady and three-dimensional behavior one would
need to use “direct numerical simulation (DNS)” tech-
niques. This approach is rarely carried out except for
moderate Reynolds number flows in simple geometries
such as for example a fully developed turbulence channel
flow [2]. In the present study, the Reynolds averaged
Navier—Stokes (RANS) equations are used. In this av-
eraging process, the non-linear terms in the Navier—
Stokes equations give rise to parameters that must be
modeled. Although many kinds of models have been
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developed, two-equation models are most popular in
engineering applications because of their relative sim-
plicity and the satisfactory results they provide.
Among the large number of two-equation models,
the most commonly used are those that solve for the
turbulent kinetic energy, k, and either the dissipation
rate, ¢ , or the specific dissipation rate, w. In the stan-
dard high Reynolds number form of the k—¢ model the
equations are solved only in the region far away from
the wall (y* > 30). The flow in the near-wall region is
treated via the “law of the wall”. In contrast, for the
other models the entire fluid flow field is solved. Polat
et al. [3] have reviewed numerical efforts that address
turbulent impinging jet flows. Heyerichs and Pollard [4]
assessed the k—® model [1] and various versions of high-
and low Reynolds k—& models by solving the heat
transfer problem in turbulent impinging jet flows. Their
results show that high Reynolds number k—¢ models are
not as satisfactory as the low Reynolds number k—¢
models and the k~® model. Chen and Modi [5] calcu-
lated the fluid flow and high Schmidt number mass
transfer in turbulent impinging slot—jets employing the
k—@® model. The mass transfer rate on the impingement
plate was compared with the experimental data of
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Nomenclature

B width of the jet (m)

¢ concentration of tri-iodide ion
(mol m~3)

Coo bulk concentration of tri-iodide ion
(mol m~3)

Cr friction coefficient

Cy, Ci1,Cy»  k—¢ turbulence model constants

D diffusion coefficient of tri-iodide ions
(m= s

Dy eddy diffusivity (m=2 s7!)

f factor appearing in Eq. 5, f = yyL/2fum

Ju k—¢ turbulence model damping function

F Faraday’s constant,
F =96,500 (C mol ' eq!)

G,G turbulent generation (s72)

H jet-to-plate distance (m)

i limiting current density (A m~2)

1 turbulence intensity

k turbulent kinetic energy (m~2 s72)

L streamwise length of the line sensor (m)

Nu, local Nusselt number

Nu average Nusselt number

p pressure (N m~2)

R, k—@ turbulence model constant

R, turbulent Reynolds number in k—¢
model, R, = k*/ve

R} turbulent Reynolds number in 4—@®
model, R} = k/ved

Ry, Ry k—@ turbulence model constants

Re Reynolds number, Re = v;,B/v

Re, turbulent Reynolds number in k—¢
model, Re, = yvk/v

s value of x-coordinate at either leading
edge or midpoint of sensor (m)

Sc Schmidt number, Sc¢ = v/D

u velocity component in x-direction
(ms)

v velocity component in y-direction
(ms)

w dimension of the channel in z-direction
(m)

W, dimension of the sensor in z-direction
(m)

b x-coordinate (m)

y y-coordinate (m)

z z-direction (m)

Greek symbols

i (T4 = =11

o, o k—@ turbulence model damping
functions

a, o k—@ turbulence model constants

B T /1 (s7)

p* k- turbulence model damping function

r4/3) the gamma function of 4/3,
Ir(4/3) =0.89298

¥ df/dx (m~" s

n similarity transform variable (m)

u dynamic viscosity (kg m~! s71)

v kinematic viscosity (m? s7!)

v turbulent eddy viscosity (m? s7!)

0 density (kg m~3)

T shear stress on the wall (kg m™! s72)

Q value of f§ at either leading edge or
midpoint of sensor (s7!)

e dissipation rate of turbulence kinetic
energy (m? s=3)

o k—¢ turbulence model constant

o k- turbulence model constant

o, k—¢ turbulence model constant

05 k—@ turbulence model constant

0} specific dissipation rate of turbulence
kinetic energy (s!)

Subscripts

c continuously active

i,j indices for tensor notation

in nozzle exit

L mass transfer rate limited

M midpoint of the sensor

t turbulent

w impingement wall

X local

00 label for bulk concentration of
tri-iodide

Alkire and Ju [6]. Durbin [7] developed a three-equation
model (k-&—v?), in which there is no “damping func-
tion”. Behnia et al. [8,9] applied this model and the
standard k—¢ model to simulate heat transfer in the
circular impinging turbulent flow jet. The k—e—v*> model
prediction of heat transfer coefficient was found to be
much better than the standard k—¢ model. In the present
work, the k—® [1] will be employed for the numerical
simulations.

Flow systems most closely related to the case at hand
have been investigated by two other groups, Chin and
Agarwal [10] and Alkire and Ju [6]. In both cases elec-
trochemical systems involving continuously active ge-
ometries (see [11]) were used and experiments were
carried out with slot-width-based Reynolds numbers in
the ranges 1000-8000 and 500-2750, respectively.

In the current work, the fluid emerges from a slot
nozzle to impinge onto a stationary, submerged plate, as
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Fig. 1. Schematic diagram of the flow cell. RE, saturated cal-
omel reference electrode; CE, counterelectrode; WE, working
electrode.

shown in Fig. 1. Since a plate parallel to the impinge-
ment plate is employed, the problem is that of a con-
fined, submerged impingement. The flow can be divided
into three spatial regimes: the impingement region, lo-
cated under the nozzle (i.e., approximately 0 <x/B < 3);
the transition region, located immediately downstream
(i.e., approximately 3 <x/B < 6); and channel flow re-
gion downstream. The assumed coordinate system is
also plotted in Fig. 1. For mass transfer measurements,
the impingement plate is insulated except for a thin,
rectangular strip (i.e., the mass transfer sensor or the
working electrode, WE) on the plate. The concentration
on this thin sensor is maintained at a constant value of 0
in accordance with the limiting current condition. The
concentration along the upstream section of the im-
pingement plate is set constant to a normalized value of
1. Because the sensor is very thin (B/35) and the
Schmidt number of the fluid is very high, it is not nec-
essary to solve the convective mass transfer equation in
the entire calculation domain. Instead, boundary layer
theory was applied (see [11] for details).

2. Experimental
2.1. Flow cell design

The flow cell was constructed of transparent Plexi-
glass. The slot nozzle has inner cross-sectional dimen-
sions of W x B = 30.3 mm X 3.5 mm. The nozzle length
is 200 mm, with the last 90 mm being of constant cross-
section. The upstream 110 mm has a gradual change in
the cross-section from 15 mm x 15 mm (where the
plastic tubing is connected) to the final cross-section of
30.3 mm x 3.5 mm. Over this length, the mean velocity
profile, but not the detailed structure of the turbulent
flow, had likely fully developed [12]. The channel part of

the flow cell is comprised of two vertical spacers and two
plates, with the nozzle being attached to the top plate
and the sensor being flush mounted in the bottom one.
The lengths of the top and bottom plates are 200.8 and
342.8 mm, respectively, thus allowing the bottom plate
to be shifted relative to the top one (permitting the
horizontal position of the sensor relative to the nozzle to
be adjusted). The dimensions of the cross-section of this
channel are H x 30.3 mm, where H can assume values
of 3.2, 6.9, and 14.2 mm. A more detailed description of
the flow cell’s design and operation appears in [11].

The mass transfer sensor (WE or cathode) consisted
of 0.1 mm x 20.3 mm (=L x W) platinum foil, cast in a
cylindrical mold. The mold was mounted flush to the
center of the bottom plate so that the WE is perpen-
dicular to the flow direction. The counterelectrode (CE)
or the anode is a 50 mm x 300 mm piece of nickel foil
and was downstream of the WE mounted on the wall of
the container near the outlet of the flow cell. The CE
protruded above the liquid level in the tank allowing a
simple electrical connection via an alligator clip. The
purpose of the CE is to provide an excess surface area
(compared to the WE) for the oxidation reaction. Sat-
urated calomel electrode (SCE) was used as a reference
(RE) and was positioned near the outlet of the flow cell
on the side of the tank opposite to where the CE was
located. The purpose of the RE is to provide a fixed
potential reference point for the WE, regardless of what
is occurring at the CE [13].

The pump used in these experiments was a constant
speed centrifugal unit (Baldor Industrial Motor, model
35E74-498, with Sherwood centrifugal pump head,
model CMNP34T). The flow rate was controlled by
means of a ball valve (Banjo polypropylene ball valve,
model VL1001) positioned immediately downstream of
the pump and connected to the outlet port of the pump
by means of 38.1 mm (1.5 in.) diameter rigid PVC
pipe (schedule 40 PVC). A calibrated inline, glass flow
meter (Brooks Instrument Division Emerson Electric
Company, model 1303AL16BA11A) was used to mon-
itor the flow rate through the system. The connection
between the downstream port of the flow meter and the
flow cell was made using 12.7 mm (0.5 in.) diameter
flexible plastic tubing (Fisherbrand), approximately 1 m
in length. The uptake port on the pump was connected
to the solution tank using a 38.1 mm (1.5 in.) diameter
rigid PVC pipe (schedule 40), with a 0.5 m midsection of
this line consisting of a flexible, 38.1 mm (1.5 in.) di-
ameter, metal-spiral-reinforced rubber hose (to dampen
out the effects of vibration of the pump motor on the
experimental setup). Flow rates ranging from about
300-1000 cm® s~! were used.

To counteract the significant heating of the solution
(from room temperature to approximately 60°C in a
course of about 1 h) observed during the initial trial runs
(due to both the heat dissipated by the pump motor as
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well as by the major pressure drops within the flow line),
a cooling system was placed inside the solution tank.
The cooling system consisted of approximately 2 m of
thin-walled, flexible plastic tubing (12.7 mm or 0.5 in.
diameter with wall thickness of 2.4 mm or 3/32 in.)
coiled up into a helix, approximately 20 cm in diameter.
Cool tap water (19 £+ 1°C) was circulated continuously
through the cooling coils during the experiments. With
this cooling system in place, the temperature of the
solution did not exceed 27°C.

2.2. Solution chemistry and measurement procedure

Experiments used 30 1 of electrolyte composed of
0.0005 M iodine and 0.10 M potassium iodide (where
approximately 8 1 were used for initial rinsing of the flow
system). Reduction of tri-iodide ion takes place at the
sensor. The system’s temperature was maintained at
26 + 1°C. The diffusivity of the tri-iodide ion (at the
corresponding temperature) was measured to be
D=101x10" cm? s™' (using the rotating disc
method). The kinematic viscosity of the solution was
estimated using tabulated values for liquid water (tem-
perature effect corrections) and aqueous solutions of
potassium iodide (concentration effect corrections) to be
v =0.84 cm? s7!. The flow rates were monitored using
an inline flow meter. The measured flow rates and the
corresponding uncertainties (obtained by repeating
the calibration twice) were as follows: 440 &5 cm? s7!
(Re=13300+£200); 6104+10cm*s™! (Re=239004-300);
and 1000 430 cm® s™! (Re = 39000 + 1000). The cor-
responding numerical simulations were carried out for
Reynolds number values of 14000, 25000, and 40000,
respectively. To simplify the notation, the experimental
data are also labeled by these “rounded-off” Reynolds
number values.

Prior to pumping the electrolyte into the system, the
inside of the flow cell and the anode were first rinsed
with 200 proof ethanol. Following this step, the system
was thoroughly rinsed with deionized water several
times and allowed to air dry. The system was then rinsed
with approximately 8 1 of the 30-1 solution batch, before
the introduction of the remaining 22 1. Measurements
were taken after about 5 s of a constant volumetric flow
rate. A Pine Instruments AFRDE4 potentiostat was
used to control potential and measure current (i.c., the
mass transfer limited current density, ip). The potential
was set at the limiting current plateau, specifically at an
overpotential of —0.40 V vs. the calomel RE. In
addition, two Hewlett Packard 34401A multimeters
were used, one for displaying the potential setting and
the other for displaying the current and interfacing with
the data acquisition software (Hewlett Packard 34812A
BenchLink/Meter, version 1.0). The existence of mass
transfer limited current at the above potential setting
was confirmed by linear-sweep voltammetry for each

vertical spacer and at two horizontal sensor locations,
ie., x/B =1 and 20.

It was estimated that each adjustment of the sensor in
the horizontal direction carried an uncertainty of
4+0.5 mm. Experiments were repeated at least twice
(each time with a fresh batch of solution) to check for
reproducibility.

3. Fluid flow

To obtain the local shear on the impingement wall,
two-dimensional steady-state Reynolds-averaged-Na-
vier—Stokes (RANS) equations are solved with the k—@®
turbulence model [1]. The steady-state continuity and
RANS equations shown below were solved in the entire
fluid flow domain:

7.:07 (1)
)

1o © Ou;  Quy
o;  pox * Ox; {(V T (axj T >] @

The details of the turbulence model utilized to obtain the
turbulent eddy viscosity, v, are shown in Appendix A.

The boundary conditions were specified as follows.
At the nozzle exit, a uniform velocity profile was as-
sumed. No-slip velocity conditions were imposed at the
impingement and confinement walls. At the symmetry
boundary (i.e., x/B = 0), standard symmetry conditions
were imposed on all the variables (i.e., u, v, p, k, and ®).
At the outlet boundary, the pressure was set equal to the
atmospheric pressure and the first derivatives of the
other variables along the streamwise direction were as-
sumed to vanish. At all other boundaries, pressure was
extrapolated from the interior of the domain with a zero
second derivative on the boundary. The suitability of
this computational pressure boundary condition for in-
ternal flow over has been shown in [14]. The distribution
of k and @ at the nozzle exit was approximated from the
turbulence intensity, 7, and a characteristic length, L, of
the jet flow: k = 3/2(Ivyy)’, @ = k/0.015B. At the no-slip
wall, the kinetic energy is set to 0, but there is no obvious
choice of boundary conditions for the quantity w. In the
simulation, the boundary value of w was specified at the
near-wall cell according to the formula, @ = 6v/(By?),
where y is the normal distance from the cell center to the
wall [1]. The mesh size was chosen so that the value of y*
for the near-wall cell is less than 2.5.

For the simulation using the 4—@® model, a cell-cen-
tered finite volume approach based on the artificial
compressibility method was employed in solving the
velocity field. Details of the computational approach are
given in [14]. Once the flow field was obtained, the wall
shear stress is computed using t,, = pdu/0y and con-
verted into a friction coefficient, C; = 2uf/pv?,, where

ﬁ = Tw//'t-
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4. Mass transfer

In the present paper, the active mass transfer region
was a very thin strip on the impingement plate
(L/B = 0.03) assumed to be centered at x = xy. Thus, in
order to avoid resolution problems near the thin strip,
boundary layer theory was applied to solve the two-di-
mensional convective diffusion equation. With the as-
sumption that forced convection dominates over
diffusion in the flow direction (the x-direction), the
equation simplifies to:

oc oc 0 oc
== 0y =
ua +U©y ay((D—|—D )a ) (3)

The two velocity components in the above equation, u
and v, are assumed to have the forms:

w=yp) and o= 3)75(x) @)
where
0 d
po =g and =
y=0

Son and Hanratty [15] and Shaw et al. [16] con-
ducted studies of turbulent mass transfer to electrodes
of various lengths (20 < L* < 10000) at large Schmidt
number (Sc = 2400) for fully developed pipe flow and
found that turbulent eddy diffusivity term, DV, is neg-
ligible compared to the molecular diffusivity, D, when-
ever the condition, \/f/vL = L* < 700, is satisfied. In
the present study, L™ did not exceed 100. Hence, the
turbulent eddy diffusivity, D can be omitted from Eq.
(3), reducing the problem to the same as that under
laminar flow conditions. A detailed analysis of the
laminar flow problem, i.e., Eq. (3) in the absence of DY,
was presented in our earlier paper [11]. From this
analysis it is possible to express the Nusselt number
(away from stagnation point) in terms of the friction
coefficient, C;, (obtained from fluid dynamic computa-
tions and evaluated at the sensor’s midpoint, xy), via
the relationship:

1 xm+L/2
Nu =— / Nu, dx

L Jo-1p
=0.308a(B/L)"*Sc'AC} R, (5)
where
Nu, — (ﬁ) dey)|
Coo Jy =0
2/3
1 32 _ (] _ g2 I
S 2Py

For a pure shear flow f = 0 and o = 3%3. Furthermore,
according to Kakac et al. [17], the friction factor in a

pure shear flow can be related to Reynolds number
through:

0.0317
s A (6)
Re"3(H /B)
At the stagnation point, f3;, goes to 0. Hence,
_ B 13( "™ 173
Nu =G @ars) > (5" ()

Experimental mass transfer data can be compared
with the results from Egs. (5) and (7) by converting the
limiting current density values, i, into Nusselt numbers
(using Faraday’s law) through:

Biy,

Nu = .
“= DFe.,

(8)

5. Results and discussion

5.1. Mesh independence and validation of turbulence
models

In numerically simulating the fluid flow field, the
length of the domain in the streamwise direction was
chosen such that the results were not altered by any
further extension of the streamwise domain size. The
turbulence intensity at the jet exit was set to 4% except
where otherwise specified. Non-uniform grids were used
with the dimensionless distance in wall units (i.e., y*)
from the center of the near-wall cell to the wall being less
than 2.5. The stretching factor was not allowed to exceed
1.1. Fig. 2 shows the variation of Nusselt number with x/
B obtained for two different meshes using the i—®
model. The results do not show any appreciable differ-
ence due to grid size. For all subsequent simulations a
grid size of 100 x 100 was used unless otherwise indi-
cated.

To further ensure the validity of the numerical solver,
simulations were compared to experimental data [18] for
the case of heat transfer from a slot—jet impinging on a
wall. The parameter values chosen for the comparison
were: Re =11000, H/B =15, I =2.5%, and Pr=0.72.
In that experimental study, the entire impingement plate
was heated (a setup which has previously been referred
to by Chen et al. [11] as a “continuously active geome-
try”). The local data were acquired by segmenting the
impingement plate into sections of finite length, with the
smallest section (0.6B in size) being near the stagnation
point. The simulation results and the experimental data
shown in Fig. 3 are in very good agreement near the
stagnation point x/B = 0) and in the wall jet region. The
secondary peak in Nu, (in the region 4 <x/B < 7) is more
pronounced and slightly further upstream in the nu-
merical simulation.
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Fig. 2. Mesh independence test of the k—® model (H/B =2,
Re = 14000, Sc = 804).
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Fig. 3. Comparison of numerical results to experimental data
of heat transfer coefficient, Nu., on a continuous heated im-
pingement wall (H/B =5, Re = 11000, Pr = 0.72).

5.2. Computed and experimental results

Fig. 4 shows the variation of experimentally mea-
sured mass transfer rate (as indicated by both the white-
filled data points to the right of stagnation point and
black-filled data points to the left), Nu, with respect to
x/B about the stagnation point (x/B = 0) in the region
—5<x/B < 5. The vertical error bars represent esti-
mates of the uncertainty in the experimentally measured
mass transfer rates at given distances away from the
stagnation point. The horizontal error bars in this figure
are estimates of the uncertainty in the horizontal pos-
itioning of the sensor. It was assumed that this uncer-
tainty is independent of the particular x/B setting and is
equal to about +0.5 mm/B = £0.1. The dotted line in
the region x/B > 0 simply connects the white-filled data
points with straight line segments. This same line has
been reflected about the axis x/B =0 into the region
x/B < 0 to demonstrate that the experimentally acquired
data exhibit symmetry about the stagnation point to
within experimental uncertainty. This serves as a check
that the observed displacement of the peak in Nusselt
number values away from the jet’s stagnation point is
real.

Experimental data, showing the variation of mass
transfer rate, Nu, with x/B were acquired for three dif-

AL AN B B S S B B M B B B S

5500
Re=40000; H/B=0.9
5000 ¥ 1
4500 | LI ! ]
Z 4000 F

3500 | D ]

3000 r % ]

2500||||11|1|1||1|IA|||IA|||IA1::
6 4 -2 0 2 4 6

x/B

Fig. 4. Experimentally measured variation of Nu with x/B
about the stagnation point, x/B = 0 (dotted line and symbols
both correspond to experimentally acquired data).
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ferent flow rates and for three different nozzle-to-plate
(H/B) distances, as shown in Figs. 5-7. The corre-
sponding numerical simulation results of Nusselt num-
ber (thin lines) in the three figures were obtained from
Egs. (5) and (7), where the variables 8y, and y,, were
computed using the flow solver. The thicker lines in
these three figures (at 15 <x/B < 20) represent the fully
developed mass transfer rates (obtained using Egs. (5)
and (6)), which according to simulations should occur
further downstream.

Both experiments and simulations show that the
mass transfer rate increases sharply from x/B = 0, the
stagnation point, to about x/B = 1, where the primary
peak in Nu values occurs. Proceeding further down-
stream, the Nusselt numbers drop quickly and approach
constant values corresponding to those in fully devel-
oped, channel flows. Note that the behavior in the
stagnation region is different from the results of both
Gardon and Akfirat [18], as well as Alkire and Ju [6],
which were acquired with continuously active geome-
tries. The spatial variation of turbulent mass transfer
rate qualitatively resembles that in laminar jet flow [11].

The numerical results of mass transfer rate at the
stagnation point (obtained from Eq. (7) are much lower
than experimental data for all flow rates and H /B cases
studied. Eq. (7)) shows that Nusselt number at the

stagnation point is directly proportional to y!/3. Since
6000 T+
H/B=0.9 Re
] — — 14000
5000 - ———-25000
i 40000
4000 |
2 3000
2000
1000 |
O L N I SRS W Y SN AN SHN SR TS SN [N TR TS SR T M1

0 5 10 15 20
x/B

Fig. 5. Variation of Nu with x/B for H/B = 0.9 (thin lines:
simulation; thick lines: channel flow solutions; symbols: ex-
periments).

5000 [
[ H/B=2.0 Re 1
o—-—-14000
‘ a———-25000
4000 1 o 40000
3000 r
=]
Z
2000 - |
_ o - i
1000 | | @ .
L '
0 | ST ST SN S S SN SN SN SR NN SO SR SO SR NN S SN SO
0 5 10 15 20
x/B

Fig. 6. Variation of Nu with x/B for H/B = 2.0 (thin lines:
simulation; thick lines: channel flow solutions; symbols: ex-
periments).

I
H/B=4.1 Re
5000 L —-—-14000
[ ———-25000
; 40000
4000 |
Z 3000 |
2000 [ |
1000 |
o

x/B

Fig. 7. Variation of Nu with x/B for H/B = 4.1 (thin lines:
simulation; thick lines: channel flow solutions; symbols: ex-
periments).
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the mass transfer coefficient increases very rapidly im-
mediately downstream of the stagnation point, the value
of y could be extremely large in this region. Under these
circumstances, both simulations and experiments can
easily introduce error. In the case of the experiments,
any small departure of the line sensor from the stagna-
tion point (due to inaccuracies in the horizontal pos-
itioning) would cause a sharp increase in Nusselt
number.

It can be seen that the experimental mass transfer
rates are lower and achieve fully developed values fur-
ther upstream than the simulation results would predict.
One possible reason for this discrepancy could be the
presence of a large recirculation region near the con-
finement wall as shown in Fig. 8. The streamline plot in
this figure is obtained from simulations for # /B = 2 and
Re = 40000. The recirculation region is seen to extend as
far downstream as x/B = 10. A two-equation turbulence
model used in the present paper may not be able to fully
capture the effects of this recirculation region.

Theoretical results of peak and fully developed mass
transfer rates for different Reynolds numbers and
nozzle-to-plate distances are compared in Fig. 9 to the
experiments. For both experiments and simulations, the
peak and the fully developed Nusselt numbers increase
with Reynolds number. The computed peak mass
transfer rate decreases with nozzle-to-plate distances for
all three values of the Reynolds number studied. The
experimental peak value, however, first drops from

H/B =1 to 2 and then rises as H/B increases from 2 to
4. These variations with H /B are however small and
experimental peak mass transfer rates lie within the
variation suggested by the simulations. The experimen-
tal mass transfer rates at x/B = 20 (the maximum x/B
setting in the experiments) are in very good agreement
with the predicted fully developed Nusselt numbers for
H/B=1 and 2. This indicates that fully developed
conditions are reached within x/B = 20 for H/B<2, in
the experiments. The agreement is not as good for
H /B = 4, suggesting that fully developed conditions are
not attained for H/B > 4 within x/B = 20.

5.3. Discussion

It is seen in Figs. 5-7 that the computational mass
transfer rates are consistently higher than the exper-
imental data especially in the region x/B > 5. In order to
determine whether this discrepancy is due to the choice
of a particular turbulence model, the same problem was
also treated using a low Reynolds number k— model [19]
with the help of a commercial CFD software package,
STAR-CD. The model equations and constants are
written in detail in Appendix A. The results are com-
pared with the k—@® model results and experimental
data in Fig. 10 for the case of H/B =2, Re = 14000.
As is apparent in this figure, both models lead to
similar results. The agreement with the experimental
data is best in the impingement and transition regions

.J 1 |

‘ ‘ H/B=2 Re=40k

y/B
(=} (=} —_
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Fig. 8. Streamlines in turbulent impinging jet flow. Since the symmetric half of the flow is computed, the stream function at the
confinement wall is —0.50. The stream function at the symmetry boundary, x/B = 0, and at the impingement plate, y/B = 2.0, has been

set to 0.0.
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Fig. 9. Comparison of theoretical to experimental Nu at
x/B=1 and fully developed region (symbols: experiments;
lines: simulations).
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Fig. 10. Comparison of numerical mass transfer coefficients
from k—@® and k— models to experimental data (H/B =2,

Re = 14000, Sc = 804).

(i.e., approximately x/B < 5). For x/B > 5 the experi-
mental mass transfer drops off to its fully developed
values at a much faster rate than the simulations.
Heyerichs and Pollard [4] simulated turbulent slot—jet
flow using several different turbulence models for the
case H/B=2.6 and Re =10000. They obtained the
friction coefficient, C,, along the impingement plate
(Fig. 8 in the reference). These results of friction coef-
ficient are converted in the present paper into mass
transfer rate coefficients, Nu, using Eqs. (5)—(7) and
plotted in Fig. 11 by means of two solid curves. These
two solid curves represent the upper and lower bounds
of Nusselt number values along the plate from seven
different two-equation models. The results from high
Reynolds number models that utilize wall functions are
excluded. The simulation results obtained in the present
study (shown for clarity in Fig. 10 but not in Fig. 11) lie
within these two curves as well. The experimental data
for H/B = 2.0 and Re = 14000 are also plotted in Fig.
11. It can be seen that the turbulence models consistently
predict the same sharp rise in Nusselt number in the
stagnation region and the same primary peak in Nusselt
number (at about x/B = 1). The largest scatter due to
use of different turbulence models occurs in the region
3 < x/B < 10, where the simulations indicate the pres-
ence of a recirculation region. Experimental results lie
within the upper and lower bounds of the turbulence

3000
I O  experiment 1
: (H/B=2, Re=14K) |
2500 r Numerical 1
I (reference [4]) ]
2000 ]
| fo] J
2 1500 |
1000 o o]
500 |

O —\ T B T B R R R | T TR B R

0 5 10 15 20
x/B

Fig. 11. Evaluation of the range of numerical mass transfer
coefficients from different turbulence models (symbols:
H/B =2, Re = 14000; lines: H/B = 2.6, Re = 10000).
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models for x/B < 7. Further downstream, for x/B > 10,
the scatter in the turbulence model reduces but the ex-
perimental Nusselt number values are consistently lower
than the numerical simulations shown in Fig. 11 would
predict.

6. Conclusions

Mass transfer to a flush-mounted, line electrode from
a submerged, confined, turbulent flow, slot, impinging
jet is examined. Both numerical and experimental in-
vestigations of this flow system clearly capture the fact
that the peak in the mass transfer rate does not occur
directly under the slot nozzle. This peak in the Nusselt
number is instead displaced about one nozzle width
away from the stagnation point. The numerical results
of peak and fully developed Nusselt number are in fair
agreement with the experimental data (as shown in Fig.
9). The experimental Nusselt numbers, however, di-
minish to their fully developed channel flow values more
quickly (i.e., at lower x/B settings) than the corre-
sponding numerical results.

Small streamwise electrode size (L < B) or a very fine
segmentation of the active surface in a continuously
active geometry system is essential if one is to observe
the peak in the mass transfer rate away from the stag-
nation point. Furthermore, the thin electrode method of
mass transfer rate measurement is more sensitive to the
wall shear stress than the continuously active geometry
method, making thin, isolated electrodes better exper-
imental tools for the validation of fluid dynamics com-
putations.
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Appendix A

There are two different RANS turbulence models
that are used in this study. The equations and model
parameters for the &—® model [1] with turbulent kinetic
energy, k, and specific dissipation rate, @, are:

o(uk) 0 N
(az;):&{(v+ak ") }Jrth B ook, (A1)
() 0 0
(gx. ) = [(1 Jro'“vt)a } + ocle—f B>, (A2)

These equations are used to obtain the turbulent eddy
viscosity in Eq. (2) from

*

V=0

Sl >

(A.3)

Table 1

G Ou;  Ou; '\ Ou;
( X, + ox; 6x

o 58+R /Ry, . 1
91+R /Ry (@)

R k/@v

o 8 + R /R,
1+ R /R,

5 9 5/18+ (R;/Ry)"

100 1+ (R/Ry)*

The quantity G and damping functions are listed in
Table 1.

The model constants and parameters appearing in
the k—@ model are: o} =1/2, 6, =1/2, f=3/40,
o = ﬁ/3, R/; = 8, Rk = 67 RW = 27, and a = 1/10

The other RANS model utilized is a low Reynolds
number incompressible k—¢ model [19]. The constitutive
equations for the k—¢ model are:

duwk) O (vt Ok
-2 G-
x; Ox; ( ok ax,-) T &

O(ug) 0 (v—i—vl O

axi B a_-xl [ axl

) + Cani (G + G)—— stl
(A.4)

The above equations are used to determine the turbulent
eddy viscosity v, in Eq. (2) from

2
fMC uk . (A.5)

The expression of G is the same as in the &—® model. The
quantities G’ and the damping functions used in the k—¢
model are shown in Table 2.

The numerical values of the constants appearing
above are: C, =0.09, 0, =1.0, 0, =122, C; =144,
and C, = 1.92.

Table 2
G 1.33f {G + ZV)%} e 0.00375Re
i 1— O'3e—R|Z
R K2 /ve
u | — e-00198Re (1 4 322
[ ¢ I\ Re,
Rey wk/v
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